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Abstract
Background: The impact of surveying on individuals’ behavior and deci-
sion making has been widely studied in academic literature on market
research but not so much the impact of monitoring on economic develop-
ment interventions. Objectives: To estimate whether different monitoring
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strategies lead to improvement in participation levels and adoption of best
practices for coffee production for farmer who participated in TechnoServe
Agronomy Training Program in Rwanda. Research Design: Farmers were
identified randomly for monitoring purposes to belong to two different
groups and then selected depending on the additional criterion of having
productive coffee trees. We estimate treatment-on-the-treated and
intention-to-treat effects on training attendance rates and farmers best-
practice adoptions using difference-in-differences estimation techniques.
Subjects: Farmers were randomly identified to a high or low monitoring
with different type and frequency of data collection and selected if they had
productive coffee trees as part of the monitoring strategy. Measures: Atten-
dance to training sessions by all farmers in the program and best-practice
adoption data for improving coffee yield. Results: We find that monitoring
led to surprisingly large increases in farmer participation levels in the proj-
ect and also improved best-practice adoption rates. We also find that higher
frequency of data collection has long-lasting effects and are more pro-
nounced for low-attendance farmers. Conclusions: Monitoring not only
provides more data and a better understanding of project dynamics, which
in turn can help improve design, but can also improve processes and out-
comes, in particular for the least engaged.

Keywords
job training, content area, outcome evaluation (other than economic eva-
luation), design and evaluation of programs and policies, quasi-experimental
design, methodology

Introduction

Many studies in evaluation methods focus on the impact of specific inter-

ventions on program outcomes. Less research has focused on the effects of

the monitoring strategy itself, which is the aim of this article. We study the

effects of monitoring in a large-scale coffee agronomy training program in

Rwanda. The intent of the monitoring was to enable an objective evaluation

of the project, but it actually led to substantial improvements in farmer

performance levels and altered the way beneficiaries experienced the proj-

ect. For simplicity of terminology, and since the monitoring strategy

included more than different intensities of data collection but enabled sub-

stantial interactions between project organizers and participants, we call
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this the monitoring effect and study the unintended consequences in terms

of participation levels in the program and project outcomes.

It is usually impossible to observe the effects of monitoring programs

because there is no counterfactual. By definition, we only have information

on people or program activities from which data are collected, and, in most

cases, data are collected in the same way from everyone in the program. Put

it in other words, development programs usually monitor all project parti-

cipants in the same way. However, our research was able to quantify the

monitoring effect while working on an impact evaluation of TechnoServe’s

Agronomy Training program in Rwanda.1 It was possible to quantify the

effect of monitoring because TechnoServe collected different types of data

on farmers with varying degrees of intensity and periodicity. TechnoServe

created two samples of farmers for evaluation purposes: a ‘‘yield sample,’’

from which yield data and agronomy practices data were collected on a

regular basis (coffee trees in Rwanda produce over a 7-month period, so

regular monitoring was required to get a decent estimate of yield levels); and

a ‘‘best-practice sample,’’ from which farmers’ agronomy practices data were

collected once or twice per year. TechnoServe’s monitoring and evaluation

(M&E) strategy thus generated a quasi-experimental design to test (i) the

effect of the type and frequency of data collection on participation levels in

the program and (ii) whether the type and frequency of data collection affect

desired project outcomes, in particular the adoption of best practices.

The impact of data collection, and in particular surveying, on individu-

als’ behavior and decision making has been widely studied in academic

literature on market research. Most studies in this area have focused on the

effect of market research on consumers’ purchasing behavior and attitudes

toward a particular brand. For example, Dhokolakia and Morwitz (2002),

Levav and Fitzsimons (2006), Morwitz and Fitzsimons (2004), and Mor-

witz, Johnson, and Schmittlein (1993) found that asking questions about

intentions to buy or about brand perceptions led to significant increases in

purchases, with effects lasting between 2 months and 1 year. Additional

findings from these researches include (i) the potential problem that fre-

quent surveying can lead to polarizing effects, with positive benefits but

also negative due to survey fatigue; (ii) questions that make it easier to

mentally represent or simulate a given behavior lead to more pronounced

evaluation effects; and (iii) that subjects with previous experience with the

specific product are less affected by frequent surveys (Levav & Fitzsimons,

2006; Morwitz, Johnson, & Schmittlein, 1993).

In economic and social research, some have studied the impact of data

collection. Lazarsfeld (1940) was one of the first researchers to note that
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repeated interviews, in themselves, could influence a respondent’s opinion.

Cantor (2008) presented results found by Clausen (1968), where people

surveyed prior to an election had higher voting turnout than people who

were not surveyed, and by Battaglia, Zell, and Ching (1996) who found that

mothers who were surveyed about the vaccination status of their children

were more likely to vaccinate them within the next 90 days of the survey

than mothers who were not surveyed. Zwane et al. (2011) examined the

effect of surveying in five different socioeconomic programs in developing

countries: three health programs and two microlending programs. They

found that, in three of the five cases studied, frequent surveys led to higher

program effects. In the three health programs, surveying led to an increase

in the use of water treatment products and a higher take-up of medical

insurance. More frequent surveying on reported diarrhea also led to biased

estimates of the impact of improved source water quality. This was not the

case however for the microlending programs, where surveying was found to

have no statistically significant effect.

Overall, three potential channels have been identified through which

data collection in general can affect individuals’ behavior and ultimately

program outcomes: (1) the Hawthorne and John Henry effects, whereby

behavior changes as a result of being observed during an experiment

(McCarney et al., 2007); (2) the mere-measurement effect, whereby the

future behavior of subjects changes as a consequence of being asked spe-

cific questions about intentions and predicted behavior (Dhokolakia &

Morwitz, 2002; Levav & Fitzsimons, 2006; Morwitz & Fitzsimons, 2004;

Morwitz et al., 1993); and (3) the reminder effect, whereby the simple act of

asking people about a particular action serves as a reminder (Karlan,

McConnel, Mullainathan, & Zinaman, 2010; Zwane et al., 2011), which

can increase consciousness (Waterton & Lievesley, 1989) or raise aware-

ness about the importance of a topic (Sturgis, Allum, & Brunton-Smith,

2009). In this article, we are unable to distinguish between these potential

mechanisms, but we provide some possible explanations for the results

obtained.

TechnoServe’s Coffee Agronomy Program in Rwanda

Background

TechnoServe is an international nonprofit organization that promotes busi-

ness solutions to poverty. One of TechnoServe’s focus areas is the devel-

opment of coffee value chains. TechnoServe’s Coffee Agronomy program
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in Rwanda, part of a larger ‘‘East Africa Coffee Initiative,’’ started in 2008–

2009 and was designed to increase farmer productivity through a 2-year

training program focused on best coffee-farming practices. At the time of

writing, TechnoServe’s Rwanda Coffee Agronomy program was in its fifth

and last year of operations and more than 30,000 farmers had already

completed (or were in the process of completing) the 2-year training

program.

The coffee agronomy program is targeted at farmers who are members—

or who live in the vicinity—of newly established cooperatives that meet a

certain set of criteria, including their management and administrative struc-

ture as well local geoclimatic conditions. Each year, TechnoServe ranks

newly established cooperatives in the country on this set of preestablished

criteria and selects the Top 5–10 ranking cooperatives to participate in the

program. Members—or nonmember coffee farmers who live in the vici-

nity—are then invited to register (i.e., self-select) into the program. Each

year a new cohort of about 10,000 farmers are added to the program.

Although there is no random selection at the cooperative level, successive

project cohorts are relatively similar on average: They are not geographi-

cally concentrated, cooperatives are selected using the same set of criteria

and hence are likely to have similar characteristics on average, and finally

farmers self-select into the program, so the risk of selection bias at the

farmer level is small.2 In this article, we focus separately on the 2009,

2010, and 2011 Cohorts of the program.

The 2-year program consists of 14–18 training sessions: one session per

month in the first year of training and one session every 2 months in the

second year of training. Training is delivered by a ‘‘farmer trainer,’’ trained

by TechnoServe, to small groups of about 30 farmers in a structured and

hands-on manner. The training takes place in the plot of a ‘‘focal farmer,’’

who is elected by participant farmers within a community to serve as a focal

point for the program. The curriculum, which has been consistent across

Cohorts, focuses on a number of known sustainable coffee-farming best

practices that improve the productivity of coffee trees and reduce their

cyclicality.

M&E in the Program

In order to measure the performance and impact of the agronomy training

program on coffee yields and best-practice adoption, TechnoServe put in

place an M&E system that consistently collected three types of data on

project beneficiaries: (i) attendance to training sessions of all farmers in
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the program (along with gender, cooperative affiliation, and the training

group they belong to), (ii) best-practice adoption data for a selected sub-

group of farmers (best-practice sample), and (iii) yield and best-practice

adoption data for a separate selected subgroup of farmers to measure the

productivity of coffee trees (yield sample). The mode and frequency of data

collection is summarized in Table 1.

The selection of subgroups by TechnoServe was endogenous to the main

sample. Endogenous groups have been used in the evaluation literature to

measure the potential effect of no-show rates, different dosages of program

quality, different pathways of the program, or different choices by control

group individuals when they are denied access to the program (Peck, 2013).

In order to adequately select endogenous subgroups for the purpose of

evaluation, it is necessary not only to obtain a random sample of the original

sample but also to use baseline characteristics to subdivide groups accord-

ing to the specific evaluation requirements (Peck, 2003; Tipton, 2013).

Table 1. Type and Frequency of Data Collection.

Variable
Data
Collected Sample Sample Size

Frequency of
Data Collection

Attendance
data

Attendance
to training
sessions

Entire training
population

All farmers in
a Cohort
(between
5,000 and
10,000 per
Cohort)

Every training
session

Best-practice
adoption
data

Adoption of
15 best
practices

Randomly identified
sample of high
attendance
farmers but
selected if they
had productive
coffee trees

500–1,000
Farmers,
depending
on Cohort

Twice per year
(during and
after training)

Yield data Daily weight
of cherry
harvest

Farmers were
identified
randomly but
were selected if
they had
productive coffee
trees (timing for
selection depends
on Cohort)

300–500
Farmers
per Cohort

At least once
per month
during coffee
season
(during and
after training)
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Unfortunately, the endogenous selection of subgroups by TechnoServe did

not follow these guidelines. First, TechnoServe randomly identified poten-

tial farmers for the yield sample but selected only farmers who had produc-

tive coffee trees.3 For the 2009 and 2010 Cohorts, it is impossible to identify

from the sources of information the farmers with unproductive coffee trees

who did not meet the inclusion criterion. This is problematic for endogen-

ous subgroup selection. For the 2011 Cohort, data were collected on the

number of productive trees from all farmers randomly identified for the

yield sample. Therefore, unlike in the case of Cohorts 2009 and 2010, we

are able to identify farmers who did meet the additional requirement for

selection and we are able to provide more insights into the treatment effects,

which we discuss in more detail below. Secondly, TechnoServe collected

very little information about the baseline characteristics of farmers, and thus

we were unable to verify matching between the three different samples at

selection point and potential deviations over time. With the information

collected by TechnoServe, we found some differences between the samples

in terms of gender composition and cooperative membership. For this rea-

son, we remain cautious about the experimental design and suggest a flex-

ible approach for each of the three Cohorts with the inclusion of controls for

estimation purposes.

Low-Frequency With Monitoring of Best-Practices Data Collection

This type of data collection refers to the compilation of best-practice data

from a selected group of farmers who we call the best-practice sample. Only

farmers who attended 50% of the training sessions during the first year of

the program were randomly identified by TechnoServe and then selected

into the best-practice sample if the farmer had productive trees.4 Data on

best-practice adoption are collected twice per year (starting in Year 2 of the

training program): once in the March to June period (Round 1) and once

between the months of July to November (Round 2). TechnoServe tracks

farmers in the best-practice sample on 11 best coffee-farming practices

(record keeping, mulching, weeding, trees nutrition, composting, tree reju-

venation, pruning, safe use of pesticides, Integrated Pest Management

[IPM], erosion control, and shade management) and on the use of four types

of fertilizers (composting, NPK [Fertilize based on the relative content of

the chemical elements Nitrogen (N), Phosphorus (P), and Potassium (K)],

Zinc/Borium, and Lime). During the data collection process, a TechnoServe

staff member (either a farmer trainer or a data collector) visits a farmer’s

plot with a checklist and inspects the farmer’s field, trees, and records. The
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whole process takes no more than 15–20 min. To assess the update of best

practices, staff check whether the farmer has mulched and weeded his or her

plot, pruned and rejuvenated the trees, provided enough shade for the trees,

taken steps to control erosion, and composted; whether the trees are well

nourished; and whether the farmer has kept good records. Then, the staff

member asks predetermined questions to test the farmer’s knowledge of

IPM and ask the farmer whether he owns the required protection equipment

to safely use pesticide and what pesticide he uses. In each Cohort, there are

approximately 800 farmers who form the best-practice sample.

High-Frequency With Measurement of Yield and Monitoring
of Best-Practices Data Collection

This type of data collection refers to the regular collection of yield and best-

practice data from a selected group of farmers who we call the yield sample.

As mentioned before, farmers were randomly identified by TechnoServe at

the beginning of the program into the yield sample from all farmers who

attended the first training session. But only farmers who had productive

coffee trees were selected into the yield sample and were provided with

weighting scales and log booklets. It is only for the 2011 Cohort that we are

able to identify farmers in the original yield sample with and without pro-

ductive trees (24% of farmers in the yield group had no productive trees and

the vast majority of these farmers—or 21% of the farmers initially identified

for the yield sample—were not selected to be part of the yield group, as they

did not have productive trees to measure yield on that particular year).

Regular collection of data started on the 12th training session for the

2009 Cohort. For the 2010 Cohort, the data collection started on the third

training session and for the 2011 Cohort on the second training session.

During the coffee season (from March through to August/September), the

300 farmers in the yield sample received monthly visits from TechnoServe

staff. They were trained how to use weighting scales to estimate daily coffee

production and how to input records into a calendar. On receipt of scales

and log booklets, farmers were asked to sign a contract confirming that they

had received the scales and committing to keeping daily records on coffee

production. Toward the end of each month, TechnoServe staff collected the

completed coffee production calendar and provided farmers with a calendar

for the subsequent month. In addition to these monthly visits, Techno-

Serve’s trainers or data collectors visited the coffee farm once per year to

survey the number of trees on the farm—thereby enabling the M&E team to

calculate yield levels—and once or twice per year to collect information on

562 Evaluation Review 39(6)

 by guest on April 17, 2016erx.sagepub.comDownloaded from 

http://erx.sagepub.com/


best-practice adoption. Some plots were also randomly spot checked by

TechnoServe business advisors5 to ensure the accuracy of production esti-

mates. This data collection system amounts to regular and structured inter-

actions between project staff and farmers in the yield sample.

The analysis in this article also takes into account who collected the data,

since the identity of the data collector is an important factor in program

evaluation design. In Cohorts 2009 and 2010, farmer trainers in each coop-

erative were responsible for collecting attendance, yield, and best-practice

data. TechnoServe was criticized for this design, as the trainers themselves,

with a stake in the success of the program, were also the ones collecting

performance data on their trainees. This led TechnoServe to change the

system in 2011, at which point a team of independent enumerators was

hired and trained to collect the same information. This break in the data

collection system between Cohorts allows us to compare whether the results

are significantly different depending on who collected the data.

Method

Although it was not intentional, the design of TechnoServe’s M&E system

provides us with an evaluation design to gain insights into (i) the effect of

the type and frequency of data collection on training attendance rates over

time and (ii) the effect of the type and frequency of data collection on best-

practice adoption at the end of the training period.

Estimating Impact on Training Attendance Rates

For all three Cohorts, to estimate the effect of monitoring, we compare the

difference in attendance rates between farmers in the yield sample and

farmers in the control group using difference-in-differences strategy with

the inclusion of controls for cooperative membership and gender of the

farmer (Card & Krueger, 1994). For Cohorts 2009 and 2010, where data

in the yield sample were only collected for farmers with productive trees

only (or compliers), we provide an estimate of the treatment-on-the-treated

(TOT) effect (Gertler, Martinez, Premand, Rawlings, & Vermeersch, 2011).

As discussed in more detail below, estimates for Cohorts 2009 and 2010 are

biased in the favor of the treatment group. For Cohort 2011, where data are

available on farmers with both productive and nonproductive trees, we

provide an estimate of the intention-to-treat (ITT) effect and an estimate

of the local average treatment effect or LATE (Angrist & Imbens, 1994),

which is an estimate of the treatment effect on the treated (compliers).
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The baseline consists of individual attendance rates in pretreatment

training sessions and the end line consists of attendance rates in sessions

during or after the data collection period. The length of these periods, both

before and during the intervention, varies depending on the Cohort and the

sample. The baseline can consist of one or multiple training sessions, as can

the treatment itself. This implies that the results we obtain for different

Cohorts and samples are not directly comparable, even though in practice,

we find that they are quite similar. Because there are multiple time periods

in the baseline and treatment, we structure our data as a panel in which each

individual session corresponds to a time period. We estimate results using a

panel ordinary least squares (OLS) model (Wooldridge, 2010). To ensure

robustness, results are also presented using lagged attendance rates as a

control in an OLS model (Angrist & Pischtke, 2008).

Formally, we specify this difference-in-differences equation as follows:

Attendancet ¼ b0;t þ b1;tSessiont þ b2;tTreatmentþ d1;tSessiont

� Treatmentþ gi;tXi þ ut;

where Attendancet is a dummy variable for attending session t or not,

Sessiont is a dummy variable corresponding to training session t (when the

data collection happened), Treatment is a dummy variable for whether a

farmer belongs to the treatment group or not, d1;t is the coefficient that

multiplies the interaction term Session � Treatment and is our

difference-in-difference estimate, and Xi contains a limited list of covariates

to control for initial differences between our samples which include gender,

whether the farmer is a cooperative member or not and which cooperative

area they are in.

Cohorts 2009 and 2010

One key difference in the sample selection for these Cohorts is that the

treatment group contains farmers with productive coffee trees only, whereas

the control group contains both farmers with and without productive trees. It

is likely that farmers with productive trees have different incentives for

attending training courses and adopting best practices immediately during

the coffee season. This is not the case for farmers whose coffee trees are

being rejuvenated, or are otherwise unproductive in a given year, and thus

may have fewer incentives to attend the training session regularly. Our

inability to differentiate between these groups of farmers implies that any

comparison in training attendance rates or best-practice adoption are likely
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to result in a biased estimate in favor of the treatment group. This estimate is

known as the TOT (Gertler et al., 2011).

Tables 2 and 3 present evidence of the difference in composition

between the yield sample and the control group sample, whereby the yield

sample contains more cooperative members in the 2009 and 2010 Cohorts

and more male farmers in the 2009 Cohort than the control group. This

difference matters for the outcome variable of interest, as on average, coop-

erative members are more likely to attend training sessions than noncoopera-

tive members. Nevertheless, Tables 2 and 3 also show that pretreatment there

are no differences in the average training attendance rates for Cohorts 2009

and 2010. In fact, for the Cohort 2009, there are no pretreatment differences

for up to 12 months prior to the implementation of the monitoring strategy,

hence before the high frequency with measurement of yield and monitoring

of best practices, data collection started (see also Figure 1, Panel A).

Cohort 2011

For this Cohort, TechnoServe differentiated between randomly identified

farmers in the yield group who had productive coffee trees from those

Table 2. Farmer Characteristics and Attendance Rates in High Frequency With
Measurement of Yield and Monitoring of Best-Practices Treatment and Control
Group (Cohort 2009).

Variable Control Treatment
Treatment
Control

Average attendance first 11 sessions
(pretreatment, condition > 7 of 11 attended)

75.3% 75.5% 0.2%

Average attendance Session 12 (pretreatment
and no condition)

75.2% 77.5% 2.3%

Average attendance Sessions 13–15 (treatment
period)

74.9% 87.9% 13.0%**

Average attendance sessions 16–17
(posttreatment)

71.8% 84.0% 12.1%**

Female farmers (% sample) 29.0% 21.2% �7.8%*
Cooperative members (% sample) 18.3% 27.7% 9.4%**
Average farmer group size (No. of farmers per

training group)
27.94 28.02 0.08

Sample size 1,584 231

Note. Adapted from TechnoServe monitoring and evaluation data.
* and **Indicate statistical significance at 5% and 1% level, respectively.
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whose coffee trees were being rejuvenated or otherwise unproductive. A

direct comparison of training attendance rates and best-practice adoption

for farmers with productive trees and those in the control group would again

result in an estimate of the TOT which is likely to be biased in favor of the

treatment group. The fact that it is possible to identify noncompliers in the

Cohort 2011 (or those farmers with nonproductive coffee trees) means that

we are able to estimate the ITT effect and thus gain important insights into

the size of the bias previously estimated by the TOT effect (Gertler et al.,

2011). Table 4 shows differences in the proportion of farmers in each of the

treatment groups (compliers vs. noncompliers) with respect to cooperative

membership and gender of the farmer. In line with the results from the 2009

and 2010 Cohorts, compliers were more likely to be male farmers and

cooperative members than noncompliers.

Finally, for all three Cohorts, it is possible to test the robustness of results

by comparing attendance rates over time in the yield samples (high-

frequency monitoring) versus attendance rates in the best-practice samples

(low-frequency monitoring). In both the yield and best-practice samples,

farmers who were rejuvenating their trees or had unproductive trees at the

time of project implementation were not selected. This is because it is not

possible to estimate yields or best-practice adoption if a farmer is not

growing coffee in a given year. By comparing attendance rates in the yield

and best-practice samples, we therefore circumvent the problem of non-

compliance related to the fact that farmers have no productive trees. This

Table 3. Farmer Characteristics and Attendance Rates in High Frequency With
Measurement of Yield and Monitoring of Best-Practices Treatment and Control
Group (Cohort 2010).

Variable Control Treatment
Treatment
Control

Average attendance in Session 2 (no condition) 82.7% 83.3% 0.6%
Average attendance after data collection starts

(Session 3–18)
76.5% 88.4% 11.9%**

Female farmers (% sample) 28.9% 27.8% �1.2%
Cooperative Members (% sample) 24.6% 28.7% 4.1%
Average farmer group size (No. of farmers per

training group)
26.17 25.84 �0.33

Sample size 3,399 317

Note. Adapted from TechnoServe monitoring and evaluation data.
* and **Indicate statistical significance at 5% and 1% level, respectively.
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Figure 1. Attendance rates in treatment and control groups Cohort 2009, 2010,
and 2011.
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comparison results in an underestimation of the actual treatment effect, as

we are comparing the high-frequency to low-frequency treatment, as

opposed to no treatment.

Estimating Impact on Best-Practice Adoption

It is also possible to test whether high-frequency monitoring—with mea-

surement of yield and monitoring of best practices—is associated with

improved agronomic practices by comparing best-practice adoption rates

in the yield sample to best-practice adoption rates in the best-practice sam-

ple. Our estimate of the treatment effect here is the difference in the impact

of high-frequency monitoring (with measurement of yield and monitoring

of best-practice data) on best-practice adoption rates versus low-frequency

monitoring (with monitoring of best-practices data only). Assuming that the

type and frequency of data collection actually affects best-practice adoption

rates, this estimate would result in an underestimation of the actual effect of

monitoring on best-practice adoption.

While the structure of the data does not enable a difference-in-difference

type analysis (there is no pretreatment data on best-practice adoption), for

Cohorts 2009 and 2010, it is possible to use panel data to compare the

evolution of best-practice adoption rates in the yield and best-practice sam-

ples over time, both during and after the end of project activities. For Cohort

2011, only one data point in time is available, during the second year of

Table 4. Comparison of Statistics Between Control Group and Compliers and
Noncompliers in the Treatment Group in 2011 Cohort.

Indicator

Control
Group

Compliers in Treatment
Group

Noncompliers in
Treatment Group

Percentage Percentage

Difference
With

Control (%) Percentage

Difference
With

Control (%)

Attendance rate
(Session 3–14)

80.0 91.6 þ11.6** 73.2 �6.8*

Share of
cooperative
members

21.6 26.3 þ4.7 18.3 �3.3

Female farmers 32.0 26.6 �5.4* 38.8 þ6.8*

Note. Adapted from TechnoServe monitoring and evaluation data.
* and **Iindicate statistical significance at 5% and 1% level, respectively.

568 Evaluation Review 39(6)

 by guest on April 17, 2016erx.sagepub.comDownloaded from 

http://erx.sagepub.com/


project implementation. We estimate the difference in best-practice adop-

tion rates between the yield and best-practice samples using a panel OLS

model for Cohort 2009 and 2010 and an equivalent least squares regression

for Cohort 2011 (Wooldridge, 2010).

Note that in both the yield sample and the best-practice sample, by

definition, data are only available for farmers with productive trees. Farm-

ers who were randomly identified to be part of the yield or the best-practice

samples and who were rejuvenating their trees or otherwise had unproduc-

tive coffee trees at the time of program implementation were excluded from

both samples. While we do not face biases here related to the inclusion or

not of farmers with unproductive trees, estimates are however biased by the

fact that in all three Cohorts, the random selection of the yield and best-

practice samples was not done in the same way. Other than in Cohort 2009,

where yield farmers were selected among farmers who had participated in at

least seven sessions in Year 1 of training, yield farmers in Cohorts 2010 and

2011 were randomly identified at the start of the program among farmers

who had participated/registered in training Session 1. Farmers in the best-

practice samples on the other hand were selected among farmers who had at

least participated in 50% of sessions in Year 1 of training. Had there been no

intervention, we would therefore expect best-practice adoption rates to be

higher for farmers in the best-practice samples, as they were selected among

farmers with a minimum participation rate in Year 1 of 50%.

Results

We start by presenting the results on the impact of high-frequency data

collection in Cohorts 2009 and 2010, in which farmer trainers collected the

data. We then present results on training participation and adoption of best

coffee practices. Following this, we introduce results for Cohort 2011, in

which data collection was outsourced to an independent team of enumera-

tors recruited by TechnoServe and for which we can estimate the ITT.

Finally, to test the robustness of results, we compare attendance rates for

farmers who received high-frequency monitoring versus farmers who

receive low-frequency monitoring, enabling us to provide another estimate

of the treatment effect, where compliance is not anymore an issue.

Farmer Participation in Training: Cohort 2009

For Cohort 2009, we measure the impact of high-frequency data-collection

efforts on project attendance rates by comparing the average attendance rate
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of treatment farmers (farmers in the yield sample with productive coffee

trees) in each training session to that of the control group, consisting of all

nontreatment farmers who had attended at least eight sessions in Year 1 of

training.6 Given that selection was done at the cooperative level (the strata),

we ensure that standard errors are clustered by cooperative thus allowing for

intragroup correlations and relaxing the usual assumption that observations

are independent (White, 1980). We also eliminate focal farmers from the

sample, as they have artificially high attendance rates given that the training

is conducted in their coffee plots.

Our results show that pretreatment differences between treatment and

control groups are negligible in terms of attendance rates. Figure 1, Panel A,

depicts attendance rates for the treatment and control groups from Session 1

to the end of the project for the 2009 Cohort. The sessions in Panel A

correspond to the period between January 2009 and November 2010. The

attendance rates of the treatment and control groups follow almost identical

patterns until the beginning of the data collection period in the treatment

group, which started in Session 12 (which corresponds to March 2010) and

ended after Session 15 (which corresponds to August/September 2010).

Attendance rates in the treatment group increased substantially during the

intense monitoring period and remained high thereafter.

Farmer’s attendance rates, which had been almost identical in both groups

before the treatment at an average rate of about 76%, increased to 89.9% in the

treatment group during the data collection period but remained unchanged for

the control group (see Table 2). These results suggest that the treatment (high

frequency with measurement of yield and monitoring of best-practices data

collection) led to an increase in farmer attendance rates of about 13 percentage

points during the treatment period. Our difference-in-differences estimate of

the TOT with the inclusion of controls is 12.7 percentage points and is sta-

tistically significant at the 1% level (see Table 5). The results using the OLS

model with lagged dependent variable as control show an impact of 12.8

percentage points, also statistically significant at 1% level (see Table 5).

Interestingly, the monitoring effect persists even after the end of the

treatment period. While average attendance rates in the treatment group

dropped by a full 3.9 percentage points between Sessions 15 and 16—that

is, between August and September 2010 when the coffee season and the

‘‘yield data’’ collection period came to an end—they nevertheless remained

about 12 percentage points higher than in the control group. Average atten-

dance rates in the last two sessions of the project, held between September

and December 2010, were 84% in the treatment group compared to just

71.8% in the control group. This suggests that 7 months of data collection,
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from March 2010 through to August 2010, had effects on average atten-

dance rates in the treatment group for at least 4 months after the end of the

data collection period.

Note, as explained in the Method section, that these estimates on Cohort

2009 are likely to overestimate the effect of high-frequency monitoring on

attendance rates as farmers who were rejuvenating their coffee tree or

otherwise had unproductive trees at the time of project implementation

were removed from the ‘‘yield’’ sample. These farmers, who in all like-

lihood do not have as many incentives to regularly participate in the pro-

gram, are nevertheless still included in the control sample, leading to an

overestimation of the actual treatment effect. The problem is that we do not

know how many farmers do not have productive trees, which makes it

difficult to estimate the size of the bias.

Farmer Participation in Training: Cohort 2010

The link between regular and structured data collection efforts and farmer

attendance levels is confirmed using attendance data from the 2010 Cohort.

Table 5. Comparison of TOT Impact Estimates of High Frequency With Measure-
ment of Yield and Best Practice on Attendance Rates and Best-Practice Adoption in
Cohorts 2009 and 2010.

Cohort 2009 Cohort 2010

TOT estimates on attendance rates (difference
in differences): Impact of high-frequency
monitoring on attendance rates during
treatment period

þ12.7%*
(0.015),
Sessions
12–15

þ11.5%**
(0.003),
Sessions
3–18

TOT estimates on attendance rates (LPM with
lagged dependent variable): Impact of high-
frequency monitoring on attendance rates
during treatment period

þ12.8%**
(0.007),
Sessions
12–15

þ11.5%**
(0.002),
Sessions
3–18

End of project difference on best-practice
adoption (OLS with controls): Impact of high-
frequency monitoring versus low-frequency
monitoring on best-practice adoption rates

4.5%* (0.020),
1 year after
end of
program

4.9%* (0.035),
end of
program

Note. TechnoServe monitoring and evaluation data. Robust clustered standard errors in par-
entheses. Estimates of TOT include covariates for gender, cooperative membership, and size
of cooperative. TOT ¼ treatment on the treated; OLS ¼ ordinary least squares; LPM ¼ linear
probability model.
* and **Indicate statistical significance at 5% and 1% level, respectively.
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In the 2010 Cohort, farmers in the yield sample were randomly identified

among farmers who had attended Session 1 of the training program, but

only those with productive coffee trees were selected for monitoring

yields.7 The control group consists of all nontreatment farmers in Cohort

2010 who also attended Session 1 of the training program (including farm-

ers with and without productive coffee trees at the time of selection). Data

collection on yield levels in Cohort 2010 started in Session 3 of the pro-

gram, which corresponds to the month of March 2010 (Figure 1, Panel B).

High-frequency data collection covered the May to June periods in both

years of the training program (which corresponds to Sessions 3–6 of the

project in Year 1 and Sessions 12–14 in Year 2).

As in the case of Cohort 2009, we find that the initial attendance

rates of the treatment and control groups for the Cohort 2010 are rel-

atively similar. In particular, we cannot reject the null hypothesis that

pretreatment or baseline attendance rates in Session 2 were the same in

the treatment and control groups. As in the case of Cohort 2009, we do

find differences in terms of cooperative membership and gender

between treatment and control, but these are not statistically significant

(see Table 3).

Once the regular data collection of the treatment group started in Session

3 in March 2010, attendance rates increased significantly in the treatment

group, from 83.3% in Session 2 to an average of 88.4% for the remaining

sessions of the project. For the control group, however, attendance rates

declined from 82.7% in Session 2 to an average of 76.5% for the remaining

sessions of the project. Attendance rates in the treatment group were there-

fore on average about 12 percentage points higher than in the control group

throughout the remainder of the 2-year program, which covered two sepa-

rate coffee seasons (see Figure 1, Panel B). Our difference-in-difference

estimate of the TOT with controls is 11.5 percentage points and is statisti-

cally significant at the 1% level (see Table 5). The point estimate is also

11.5 percentage points using an OLS model with lagged dependent variable

as control and remains statistically significant. Note that, as in the case of

Cohort 2009, these estimates are likely to be an overestimation of the actual

treatment effect, as farmers who did not have productive trees were dropped

from the treatment group (we do not have a record of which farmers these

were) but not from the control group.

Based on the evolution of relative attendance rates in the treatment and

control groups over time, we can derive the following two properties about

the monitoring effect in the case of TechnoServe’s Coffee Agronomy pro-

gram in Rwanda:
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� The monitoring effect persists for several months beyond the treat-

ment period. For the 2010 Cohort, for example, data collection

stopped in September 2010, but the effect was still present and

growing in January 2010, 4 months later. The difference between

the treatment and control groups even increased between data col-

lection periods in Cohort 2010 because attendance rates dropped less

in the treatment group than in the control group (see Figure 1, Panel

B).

� The effect of high frequency with monitoring of yield and best-

practice data collection plateaus over time. For the 2009 Cohort, for

example, the first month of data collection led to a 9.6 percentage

point increase in attendance rates, the second to an additional

3.7 percentage points, the third to an additional 0.7 percentage point,

while the marginal effect turned negative in Month 4 (see Figure 1,

Panel A).

Farmers With Low Participation in Training: Cohorts 2009 and 2010

Our results also show that the effect of the high-frequency monitoring of

yield and best-practice data lifts the participation levels of low-attendance

farmers the most, both in Cohorts 2009 and 2010 (Figure 2, Panels A

and B). In the control samples of both Cohorts 2009 and 2010, we find a

very strong linear correlation between participation rates in Year 1 and in

Year 2 of the program: Farmers with high participation levels in Year 1 also

had high participation levels in Year 2, while farmers with low participation

levels in Year 1 had low participation levels in Year 2. The treatment

changes the dynamics of this association. High-participation farmers in

Year 1 remained high-participation farmers in Year 2 after the treatment,

which could in part be the result of a sustaining benefit of the monitoring

strategy. Low-participation farmers, who would otherwise have remained

low-participation farmers in the absence of treatment, also became high-

participation farmers in Year 2, which we interpret as being a transforming

benefit of the monitoring strategy. The treatment effect on attendance levels

disappears for farmers with high initial attendance levels but increases

exponentially for farmers with low participation levels. In Cohort 2009

(Figure 2, Panel A), for example, farmers who had attended only eight

sessions in Year 1 saw their Year 2 attendance rates increase by 39%,

compared to just 3% for farmers who had attended 11 sessions in Year 1.

Note that the difference for Cohort 2009 is the actual treatment effect on the

treated as we are comparing average attendance rates after the intervention
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PANEL C: Cohort 2011

Figure 2. Difference in attendance rates based on attendance in Year 1: Cohorts
2009, 2010, and 2011.
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(i.e., after Session 12), with attendance rates before the intervention. This is

not the case for Cohort 2010 (Figure 2, Panel B), where the intervention

started in Session 3.

Farmer Best-Practice Adoption Rates: Cohorts 2009 and 2010

Best-practice adoption rate is measured by the share of the number of best

coffee-farming practices adopted (maximum 11). In both Cohorts 2009 and

2010, we find that farmers in the yield sample (treatment) performed sig-

nificantly better than farmers in the best-practice sample on best-practice

adoption rates over time (control). The best-practice adoption rates among

farmers in the yield sample were on average 4.9 percentage points higher in

the 2009 Cohort and 4.5 percentage points higher in the 2010 Cohort com-

pared to farmers in the best-practice sample after controlling for individual

characteristics, group size, and cooperative membership (see Table 5).

Although farmers in the yield sample had significantly higher average

attendance rates overall than farmers in the best-practice sample (see com-

parison of attendance rates in yield and best-practice samples in section

below), the treatment effect shown in Table 5 does not disappear when

keeping farmer attendance rates constant in both Cohorts. These findings

present evidence that best-practice adoption rates could be directly affected

by the more intense face-to-face interactions between beneficiaries and

trainers imposed by the high-frequency monitoring strategy. It is possible

that these interactions could have led to more personalized advice for ben-

eficiaries or simply nudged farmers to implement what they had learned as

in the Hawthorne effect.8

ITT and the Identity of the Data Collector: Cohort 2011

So far, we have provided insights into the effects of the monitoring strategy

using the 2009 and 2010 Cohorts. However, as mentioned before, having

only farmers who comply with the treatment implies that we are potentially

overestimating the monitoring effect. The 2011 Cohort enables the estima-

tion of the ITT using data from farmers who were randomly identified to be

part of the yield sample but later excluded as they did not have productive

coffee trees. By including noncomplier farmers as part of the treatment

group, we are estimating the ITT and thus adjusting for the bias previously

estimated by the TOT. Furthermore, we use results from Cohort 2011 to test

whether the monitoring effect holds when yields and best-practice data are

collected by independent enumerators. There are inherent differences in the
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dynamics of the interaction between farmers and the farmer trainer, who

delivers the training sessions, has in-depth knowledge about coffee farming,

and has a stake in his farmers doing better, versus independent enumerators.

We would expect farmers to feel greater pressure to attend training sessions

and implement best practices after repeated visits by their trainer. We would

also expect them to benefit more from the face-to-face interaction with

someone who can advise them on their farming practices.

For the 2011 Cohort, Figure 1, Panel C, confirms that farmers who were

assigned to the yield sample in Session 1 of the program had significantly

higher attendance rates afterward than farmers who were not assigned to the

yield sample. The case of Cohort 2011 is slightly more complicated analyti-

cally, as monitoring had already partially started between Sessions 1 and 2 of

the program, potentially leading to the difference in attendance rates observed

in Session 2 of the program. This difference might also reflect selection bias in

the yield sample. We nevertheless use Session 2 as a pretreatment period in the

difference-in-difference analysis. In addition, as was the case in Cohorts 2009

and 2010, Figure 2, Panel C, confirms that attendance in the second half of the

program increases more for farmers who started with a lower base in terms of

their attendance in the first half of the program.

Finally, results shown in Table 6 provide evidence on the ITT versus the

TOT and LATE estimates. For the 2011 Cohort, if we were to measure the

TOT in a similar way to Cohorts 2009 and 2010—that is, including only

compliers in the treatment sample—we would obtain an estimated TOT of

8.2 percentage points on attendance rates estimated using difference in

differences. The ITT in this case—including in the treatment sample the

21% of treatment farmers who were not treated—is 4.9 percentage points.

Using an instrumental variables approach following Angrist and Imbens

(1994)—where the instrument is the assignment or not to the treatment

group and the instrumented variable is whether or not farmers complied

to the treatment (i.e., received the treatment)—it is possible to calculate the

LATE, which is an estimate of the treatment effect on compliers. The LATE

in this case would be 8.5 percentage points, which is highly comparable to

the TOT estimate of 8.2 percentage point, suggesting that in the case of

Cohort 2011, the TOT does not provide a very large overestimation of the

treatment effect on the treated.

We find similar results using the OLS model with the lagged dependent

variable. In this case, the LATE on attendance rates for the 2011 Cohort is

9.6 percentage points and the TOT is 10.1 percentage points, whereas the

ITT is 6.4 percentage points. Again, the difference between the LATE and

the TOT estimation is relatively small of the order of 0.5 percentage points.
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For best-practice adoption rates, we found an increase in best-practice

adoption of 2.7 percentage points for the 2011 Cohort. The point estimate is

not as high as the one estimated for the 2009 or 2010 Cohorts. This may be

due to differences in measurement of what constitutes a best-practice

between independent enumerators and farmer trainers. It may also be that

farmers in the 2011 Cohort were still in the program and the adoption of

best practices takes longer time. In any case, the point estimate for the 2011

Cohort remains statistically significant at the 10% level (p value ¼ .053),

indicating that higher frequency interactions between enumerators and

farmers appears to be strongly associated with an increase in best-

practice adoption rates.

Table 6. Comparison of TOT and ITT Impact Estimates of High Frequency With
Measurement of Yield and Best Practice on Attendance Rates and Best-Practice
Adoption in Cohort 2011.

ITT Effect

Local Average
Treatment
Effect TOT Effect

Impact estimates on attendance rates
(difference in differences): Impact of
high-frequency monitoring on
attendance rates during treatment
period

þ4.9%*
(0.014),
Sessions
3–14

þ8.5%**
(0.000),
Sessions
3–14

þ8.2%**
(0.003),
Sessions
3–14

Impact estimates on attendance rates
(LPM with lagged dependent
variable): Impact of high-frequency
monitoring on attendance rates
during treatment period

þ6.4%**
(0.005),
Sessions
3–14

þ9.6%**
(0.000),
Sessions
3–14

þ10.1%**
(0.002),
Sessions
3–14

End of project difference on
best-practice adoption (OLS with
controls): Impact of high-frequency
monitoring versus low-frequency
monitoring on best-practice
adoption rates

N/A N/A þ2.7%
(0.053),
program
ongoing

Note. TechnoServe monitoring and evaluation data. Robust clustered standard errors in
parentheses. Estimates of TOT and ITT include covariates for gender, cooperative member-
ship, and size of cooperative. TOT ¼ treatment on the treated; ITT ¼ intention to treat;
OLS ¼ ordinary least squares; LPM ¼ linear probability model.
* and **Indicate statistical significance at 5% and 1% level, respectively.
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Comparing the Effect of High-Frequency Versus Low-Frequency
Monitoring on Attendance Rates: All Cohorts

Another way to test whether the exclusion of farmers without productive

trees in Cohorts 2009 and 2010 led to a large overestimation of impact

estimates is to compare attendance rates over time in the yield (or high-

frequency monitoring) and ‘‘best-practice’’ (or low-frequency monitoring)

samples. A comparison of attendance rates in the high-frequency versus

low-frequency monitoring samples would lead to an unbiased estimation of

the effect of higher frequency monitoring on attendance rates in so far

compliance is concerned. We estimate this effect for all three Cohorts

adopting an equivalent difference-in-difference approach to the one used

previously. The only difference is that instead of the control group being

composed of farmers who were not included in the yield sample, here the

control group is composed of farmers who were included in the best-

practice sample and not in the yield sample.

Note that the estimates resulting from this analysis will constitute an

underestimation of the actual treatment effect of monitoring on attendance

rates for two reasons: (i) here, we are comparing high-frequency versus

low-frequency monitoring, as opposed to high-frequency monitoring versus

no- and/or low-frequency monitoring and (ii) the best-practice samples

were selected among high-participation farmers (farmers who had attended

at least 50% of sessions), whereas yield sample farmers were selected

among farmers who had participated in Session 1 of the program. The only

exception is Cohort 2009, where both the yield and best-practice samples

were selected among high-participation farmers, which might explain why

we find a higher point estimate in the results below for Cohort 2009,

compared to Cohorts 2010 and 2011.

Results shown in Table 7 for all three Cohorts are summarized below:

� In Cohort 2009, the estimated TOT (which here is also the average

treatment effect) on attendance rates of high-frequency versus low-

frequency monitoring is 10.8 percentage points during the monitor-

ing period. In the 12 sessions prior to the start of the monitoring,

average attendance in the treatment group was 75.5% compared to

75% in the control group. In Cohort 2009, we do however observe

statistically significant difference in the cooperative membership and

gender composition of the treatment and control groups.

� In Cohort 2010, the estimated TOT is 8.6 percentage points between

Session 3 and Session 15, during the monitoring of yield and best-
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practice data. Pretreatment attendance in Session 2 is slightly higher

in the control group, 85.6% versus 83.3%, a difference that is not

statistically significant. In Cohort 2010, there are no significant dif-

ferences in the membership composition of the treatment and control

groups.

� In Cohort 2011, the estimated TOT is 6.5 percentage points. Pretreat-

ment attendance in Session 2 is very similar in the treatment and

control groups at 89.9% in the treatment group and 89.3% in the

control group. In Cohort 2011, we also observe no significant dif-

ferences in the cooperative membership and gender composition of

the treatment and control groups.

These findings confirm that the exclusion from the yield sample of

farmers without productive coffee trees cannot fully explain the observed

impact of high-frequency monitoring on attendance rates. On the contrary,

high-frequency monitoring appears to lead to significantly higher partici-

pation rates even when compared to farmers who were exposed to low-

frequency monitoring and that were selected among high-participation

farmers to start with.

Table 7. Comparison of Impact Estimates of High Frequency Monitoring With
Measurement of Yield and Best-Practice Versus Low-Frequency Monitoring With
Best-Practice Monitoring Only on Attendance Rates in Cohorts 2009, 2010, and
2011.

Cohort 2009 Cohort 2010 Cohort 2011

Impact estimates on attendance rates
(difference in differences): Impact
of high-frequency monitoring
versus low-frequency monitoring
on attendance rates during
treatment period

þ10.8%*
(0.034),
Sessions
12–15

þ8.6%**
(0.002),
Sessions
3–18

þ6.5%*
(0.017),
Sessions
3–14

Impact estimates on attendance rates
(OLS with lagged dependent
variable): Impact of high-frequency
monitoring versus low-frequency
monitoring on attendance rates
during treatment period

þ13.8%**
(0.007),
Sessions
12–15

þ7.3%**
(0.001),
Sessions
3–18

þ6.8%**
(0.008),
Sessions
3–14

Note. OLS ¼ ordinary least squares. * and **Indicate statistical significance at 5% and 1% level,
respectively.
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The consistency of the impact estimates in all three Cohorts conflict with

two potential explanations of the monitoring effect:

� The possibility that the monitoring effect is primarily due to the face-

to-face transfer of knowledge transfer that occurs when the farmer

meets the project staff and in particular the farmer trainer himself;

and

� The hypothesis that farmers felt monitored by the very same people

who were providing them with the training, that is, the farmer trai-

ners. If farmers are nudged by the feeling of being monitored, then

this is independent of who is actually monitoring them.

While we cannot identify the transmission mechanism, alternative and

potentially more likely explanations of the monitoring effect include:

� The possibility that the presence of data collectors serves as a

‘‘reminder’’ to farmers that they need to attend training sessions and

implement certain best practices; or

� The idea that farmers simply feel motivated by the fact that some-

body cares enough to come and visit them on their farm, providing

them with the extra nudge and motivation to engage more with the

program and follow the lessons learned.

Concluding Remarks

In this article, we show that the monitoring strategy can significantly

alter the behavior and engagement levels of project beneficiaries and

serve as an effective tool to improve project outcomes. In the particular

case of TechnoServe’s Coffee Agronomy program in Rwanda, we show

that intensive monitoring for measuring yield and best practices led to

better outcomes through two parallel channels: (i) it affected farmer

attendance to training which in turn could have led to better best-

practice adoption rates and (ii) it affected best-practice adoption rates

directly possibly because it served as a reminder to farmers or because it

gave farmers the extra ‘‘nudge’’ that was needed to implement what they

had learned in class.

Second, we found that the monitoring effect lasts beyond the treatment

period. Our results are in line with other similar studies. For example,

Dhokolakia and Morwitz (2002) found that the effect of measuring con-

sumer satisfaction increases for several months after surveying and can
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persist a year later. Zwane et al. (2011) also found long-lasting effects of

surveying on respondents’ behaviors. Third, we found that the monitoring

effect was greater for low-attendance farmers. Finally, we posit that the

monitoring effect operates either as a Hawthorne and John Henry effects,

whereby beneficiaries and control group derive motivation from more face-

to-face interaction with M&E staff, or as a reminder effect, whereby data

collection serves as a reminder to farmers who they need to attend training

sessions and implement certain best practices.

It is important to highlight that what we have called in this article the

‘‘monitoring effect’’ amounts to more than simply surveying households

with different degrees of intensity, as it is the case of other studies such as

Cantor (2008) and Zwane et al. (2011) but encompasses regular and struc-

tured interactions for data collection. Therefore, one could say that the

monitoring effect here is more than the ‘‘survey effect,’’ as we are capturing

aspects of the program only given to the high-frequency group.

There are important limitations to our study. First, our empirical estimation

uses different clusters of time periods for the period of high-frequency data

collection. For the 2009 Cohort, we used 4 time periods; whereas for the 2010

and 2011, we used more than 10 time periods. Given the possibility of decreas-

ing effects over time, and the fact that data on attendance rates were only

collected during the coffee seasons, our point estimates may not be capturing

the full picture of the monitoring effect. Secondly, to understand the impact of

best-practice adoption, it is important to know if farmers in Rwanda face

knowledge gaps, economic, or cultural barriers to best-practice adoption. If

could be that under economic or cultural barriers, the monitoring effect may

not operate in the same way as if farmers face a knowledge gap. Lastly, our

point estimates for the monitoring effect are not isolated from other potential

influences, both observed (such as other programs operating with farmer’s

cooperatives) and unobserved (such as farmers motivations) which can impact

on farmer’s behavior and thus on the estimation of parameters. To some extent,

we captured some of these biases with an estimate of the ITT.

We also highlighted similar patterns of participation in training and best-

practice adoption between farmers in the treatment group and those in the

control group prior to the intense period of monitoring. This important issue

suggests common trends prior to the intervention which is an important

condition for obtaining unbiased estimates using difference in differences

(Gertler et al. 2011). In addition, this evidence suggested that indeed devia-

tions from common practice took place during the period of intense mon-

itoring and not before.
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Notwithstanding these limitations, our findings have a number of impor-

tant implications for project design and for program evaluation. In terms of

project design, the main point we want to put across is that data collection

should not only be used as an independent tool to evaluate the effectiveness

of a given development program and to keep track of project performance

indicators but as an active intervention to improve project outcomes and the

engagement levels of beneficiaries. Few development projects (except

large-scale interventions) have extensive monitoring mechanisms in place

because evaluation is still perceived as an expensive obligation that mainly

serves reporting purposes and that only needs to happen at the very begin-

ning and end of a project to show evidence of impact (baseline and end

line). However, as we show, the frequency and type of data collection not

only provides more data and a better understanding of project dynamics

(which in turn can help improve design) but can also improve project out-

comes in particular for the least engaged. The additional impact on out-

comes due to monitoring could well justify the cost.

If cost however remains too big a barrier to make extensive monitoring

within a given project feasible, project designers could consider a number of

alternatives, for example, only targeting beneficiaries who are expected to

be the least engaged in the program. At least in this case, the TechnoServe’s

agronomy program seemed to disproportionately affect farmers with low

levels of participation. Another important aspect of our research, which

remains unexplored, is whether there could be ways to also achieve the

impact of monitoring through less expensive means of data collection, for

instance, with the use of mobile devices.

The monitoring effect also has important implications for program eva-

luation. If this study has external validity—and similar findings in the

literature suggest this might be the case (McCarney et al., 2007; Zwane

et al., 2011)—it would imply that in many impact evaluations, we have been

overestimating the average impact of development interventions, especially

in the cases where high-intensity interactions occur between project leaders

and project participants. The monitoring effect, which as we show here is

nonnegligible, introduces a bias because it doesn’t affect beneficiaries in the

treatment and control groups in the same way. To illustrate this point,

consider the case where we collect data on coffee farmers who are part

of the agronomy program (the treatment group) and compare them to a

similar group of farmers who are not part of the program (the control

group). The evaluation, which serves as a reminder or an extra nudge for

farmers in the treatment group, would lead them to attend more and imple-

ment the best practices they learned; it would not and cannot have the same
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effect on farmers in the control group, for the simple reason that they have

not been exposed to the best practices in question. While the effects might

be negligible if the evaluation happens at the very beginning and end of the

program, they are probably not negligible if multiple interactions between

beneficiaries and data collectors take place.

Program evaluation therefore needs to take into account the expected con-

sequences of monitoring. Given that some form of evaluation is needed to

obtain the necessary data, fully controlling for the impact of monitoring is

virtually impossible. However, by properly assigning beneficiaries in the treat-

ment and control groups to different forms of monitoring, as suggested by Peck

(2003, 2013), researchers can gain a better understanding of how monitoring is

affecting project outcomes and adjust impact estimates accordingly.
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Notes

1. Initial results were presented in our report for TechnoServe, entitled Laterite

(2013). ‘‘Independent Assessment of TechnoServe’s Coffee Agronomy Program

in Rwanda—Final Report,’’ February 2013.

2. For more details on the composition of Cohort, see Laterite (2013). ‘‘Independent

Assessment of TechnoServe’s Coffee Agronomy Program in Rwanda—Final

Report,’’ February 2013.

3. Coffee trees need to be pruned and rejuvenated. Rejuvenated coffee trees may be

left for up to 3 years without being harvested. These are unproductive coffee

trees.

4. The selection criterion of attendance to 50% of the training sessions in Year 1

was not strictly respected for the 2011 Cohort, since we found 36 farmers who

did not meet this criterion.
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5. TechnoServe Business Advisors oversaw project activities in a number of coop-

eratives, while TechnoServe Trainers delivered the actual training and took care

of a lot of the data collection efforts.

6. For the 2009 cohort, high-frequency data collection started in Session 12. To

make the control group more comparable to the high-frequency group, we

selected farmers who attended at least eight training sessions in Year 1.

7. We eliminated 18 farmers from the sample of 350 treatment farmers who did not

attend Session 1 and they were added to the treatment group in Session 2.

8. All analyses for the impact of high-frequency data collection on training partic-

ipation were replicated for the case of the farmers in the best-practice sample,

which we identified as having low frequency of data collection. We find exactly

the same results on participation rates, decreasing rates over time, and largest

impacts for low attendance farmers, as we did for the case of high-frequency data

collection. As expected, the difference in the results was in the magnitude of the

impact. The impact was lower for the case of low-frequency data collection than

for the high-frequency data collection. All results are available from the authors

upon request.
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